Computer Science 430
Final Examination
Winter 2010-11

This examination covers work from the whole term.  Please annotate your work clearly enough to make plain your intentions and thinking. You may approximate 210 as 103. Answer any six (6) of the following questions.

1.
A certain microprocessor requires different numbers of machine cycles to perform various operations: 25% of its instructions require 2 machine cycles, 20% require 3 cycles, 17.5% require 4 cycles, 12.5% require 8 cycles, and 25% require 12 machine cycles over the course of execution of typical programs.

a.
What is the average number of machine cycles per instruction for this microprocessor, assuming that a small program module fits entirely in an ideal I-cache that imposes no latency?

b.
What is the clock rate (machine cycles per second) required for this microprocessor to have an average throughput of 5 x 108 instructions per second?

c.
Suppose 40% of instructions must retrieve an operand from the memory hierarchy at an average cost of 20 extra machine cycles. Recalculate the measures in parts a and b to take this additional requirement into account.

2.
Suppose a disk drive has 4 surfaces, 1024 tracks per surface, 128 sectors per track, 512 bytes of data per sector, a track-to-track seek time of 5 milliseconds, and a rotational speed of 5000 RPM.

a.
What is the data capacity of the drive?

b.
What is the average access time?

c.
What is the idealized data transfer rate?

3.
Design a circuit with three inputs (x, y, and z) representing the bits in a binary number and three outputs (a, b, and c) also representing the bits in a binary number. When the input value is 1, 2, or 3, the binary output should be one less than the input. When the input is 4, 5, or 6, the output should be one greater than the input. When the input is 0, the output should be 0, and when the input is 7, the output should be 7. Show a truth table, all computations used for simplification, and a final circuit.

4.
If the floating-point number representation on a rudimentary system has a sign bit, a 3-bit exponent, and a 4-bit significand:

a.
What is the largest positive and the smallest positive number that can be stored on this system if the storage is normalized, assuming a “hidden bit” and an unbiased two’s complement exponent?

b.
What bias should be used in the exponent if we prefer all exponents to be non-negative? Why would we choose that option?

c.
How does the chosen bias change the answers in part a?

5.
Assume a system’s memory has 128M four-byte words. Blocks are 64 words in width and the cache consists of 32K blocks. Show the format for a main memory 32-bit address assuming a 2-way set associative cache mapping scheme. Be sure to include and describe the fields as well as their sizes.

6.
The memory management scheme for the Miniwheezer computer contains a 6-entry associative memory (M) of N-bit words to implement one part of the data structure for logical-to-physical address translation, read/write protection, and so forth. Assume that you can use 4-input as well as 2-input logic gates (NAND, XOR, etc.). Design the digital logic by which the contents of M0 ... M5 can be tested in parallel against a 4-bit comparison field, extracted from a virtual address, in order to determine which of 16 virtual memory pages may or may not be mapped to one of the 6 pages of physical memory in the Miniwheezer. Look for a design with fewest levels to minimize gate delays.

7.
Refer to the attached diagram for a five-cycle pipeline for a subset of the MIPS instruction set.

a.
How many bits wide must the ID/EX pipeline isolation register be?

b.
Of those bits, how many relate to the instruction, to data, to control, etc.? Explain or describe.

c.
In what circumstance(s) would you need to insert bubbles?

d.
Explain how the EX and any subsequent stages can be inhibited, i.e., how a bubble can be introduced into the pipeline.

8.
Consider a direct-mapped cache with two-word blocks and a total size of eight blocks. For the sequence {6, 214, 175, 214, 6, 84, 65, 174, 64, 105, 85, 215} representing successive 32-bit memory word address references, identify:
a.
the binary addresses

b.
the tags

c.
the index numbers

d.
whether each reference is a hit or a miss, presuming an initially empty cache

9.
Discuss parallelism in computer organization and design, developing your response with a good explanation of at least three approaches or aspects of parallelism that have been, are, and/or might well be used.

10.
Define or explain what is meant by four (4) of the following:
a.
Crossbar
c,
LRU
e.
SIMD

b.
GFLOP
d.
RAID
f.
TLB

Remember the Honor Pledge.

